StorMagic
MIGRATION GUIDE

CISCO HYPERFLEX

How to migrate from Cisco HyperFlex
to StorMagic SvSAN

EXECUTIVE SUMMARY

The purpose of this document is to provide basic
guidance for resellers and partners who are migrating
customers from the Cisco HyperFlex hyperconverged
solution, due to end-of-life.

TARGET AUDIENCE

Resellers and Partners - Sales and Technical

STORMAGIC SvSAN

SvSAN presents storage over block iISCSI that can be
shared to the same hosts for hyperconverged or to
any other iSCSI initiator hosts on the network. This
enables a non-disruptive migration path with the VM
migration tools included in all hypervisors.

The storage presented through SvSAN as block may
not provide the same usable space as via HyperFlex
due to deduplication/compression.

SvSAN provides synchronously mirrored storage
across two nodes. The storage assigned to SvSAN
can be hardware RAID protected, or individual
disks passed up through an HBA and protected via
software RAID O, 1 or 10, provided by the VSA.

SVSAN can be run in 2-node, 3-node or 4-node
infrastructures with compute nodes free to access
the storage.

For more information on 2 versus 3 node, visit:
https://support.stormagic.com/hc/en-gb/
articles/5809883891613-SvSAN-2x-node-vs-3x-
node

StorMagic. Copyright © 2023. All rights reserved.

MIGRATING TO A NEW HARDWARE/
SOFTWARE PLATFORM

Deploy the new solution of your hardware and
hypervisor of choice with SYSAN and migrate the
VMs to the new hardware using VMware vCenter

or Hyper-V manager. This can be accomplished via
compute and storage move operations or by sharing
the storage to the existing hypervisor hosts.

& \/isit stormagic.com/manual and search for
“VMware” or "Hyper-V".

# Add the hosts to the target ACL.

# Add the storage to the hosts:
https://stormagic.com/doc/svsan/6-3-P2/en/
Content/datastore-create-hv.htm

Once the virtual machine workloads are
migrated, the old systems may be powered
off and retired.

IN PLACE MIGRATION

SvSAN can present non-mirrored
storage that can be converted to
mirrored, to enable storage high
availability. This enables an in-
place migration in the steps in
the following pages.
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Clearing an existing host of VM compute (see figures 1to 2)

vMotion/Live migrate VMs to the other/another host in the cluster.

Migrate

1 Select a migration type

2 Select a compute resource

Select a cluster, host, vApp or resource pool to run the virtual machines.

Hosts Clusters Resource Pools VApPpPS
Quick Filter hx
Name T~ State

Connected

| hx-edge-01.ts.stormagic.com

hx-edge-02.ts.stormagic.com Connected

o

Compatibility

Status

Normal

v/ Normal

5 Virtual Machines - Select a migration type X
Mlgrate Change the virtual machines' compute resource, storage, or both.
| 1 Select a migration type o Change compute resource only
Migrate the virtual machines to another host or cluster.
2 Select a compute resource O Change storage only
Migrate the virtual machines' storage to a compatible datastore or datastore cluster.
O Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster.
(O Cross vCenter Server export
Migrate the virtual machines to a vCenter Server not linked to the current SSO domain.
Figure 1 - vMotion guests to one host to clear the other.
5 Virtual Machines - Select a compute resource X

Cluster

[l HX-Cluster

[[) HX-Cluster

2 items

~/ Compatibility checks succeeded.

Figure 2 - Select a compute resource to run the VMs.

Break the existing Cisco Hyperflex storage, ensuring the storage will stay live from the surviving Hyperflex

storage controller VM.
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Deploy the StorMagic plug-in VM and register to vCenter (see figure 5)

Visit stormagic.com/manual and search for “Deploy StorMagic plug-in to vCenter”.

https://stormagic.com/doc/svsan/6-3-P2/en/Content/vSphere%20Plugin/Plugin _deploy vsphere.htm

Alarm Definitions
Scheduled Tasks

Network Protocol Profiles

StorMagic Plugin v

Stormagic Plugin

HX-Datacenter i ACTIONS
Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks

Getting Started Manage VSAs Manage Storage Settings

What is the StorMagic VSA

The StorMagic VSA is a virtual storage appliance that allows you to create

shared datastores that reside on your existing ESXi hosts.

The StorMagic VSA can be configured to present datastores from multiple

ESXi hosts as mirrored storage, enabling the use of high availability.

Basic Tasks

5t DEPLOY A VSA ONTO A HOST
' DEPLOY VSAS ONTO MULTIPLE HOSTS
Gt DEPLOY WITNESS

g CREATE A SHARED DATASTORE

6.4.0.1

Updates

FYPERVISOR

StorMagic
(] (0]

=) <W&%> =)
Q= -+ =]-9Q

DEPLOY

WITNESS

Figure 5 - SYSAN vCenter plug-in

Deploy a StorMagic VSA to the newly cleared host (see figures 6 to 8)

https://stormagic.com/doc/svsan/6-3-P2/en/Content/vsa-deploy-vs.htm

Deployment

You can change the default VSA hostname, domain name and datastore to install on. The StorMagic VSA will

consume 21 GB of disk space from the selected datastore.

VSA Hosthame: VSAhxedgeO1
VSA Domain Name: ts.stormagic.com
Datastore: 104.37 GB Localdatastorel v

CANCEL BACK NEXT

Figure 6 - SYSAN vCenter plug-in deployment wizard
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Note that it may be required to clear off existing Alternatively using partedUtil via the command line.
signatures left on the storage/disks to be managed
by SVSAN, as it may not appear as available in the
StorMagic plug-in. This can be completed by creating NOTE: This is a destructive operation.
a VMFS datastore on the disk and deleting this to
then RDM the storage to SvSAN.

Figure 7 - SSH to remove existing partition signatures

Summary

When you click 'Finish', the deploy VSA task will be queued. You can view progress in Recent Tasks. The VSA will

be powered on when deployment is completed.

Host:
ESXiHostname: hx-edge-@01.ts.stormagic.com

ESXiPassword: ***

Deployment:
VSAHostname: VSAhxedge®l.ts.stormagic.com
VSAPassword: ***
Destination Datastore: Localdatastorel

RAM: 1024 MB

Storage: .

Keep VSA on deployment failure
Download PowerShell script

CANCEL ‘ BACK ‘ FINISH

Figure 8 - SYSAN VSA deployment confirmation
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Create a non-mirrored datastore (see figures 9 to 11)

As per the following documentation select the StorMagic VSA and create a datastore sharing to the VMware
ESXi hosts in the cluster.

Visit stormagic.com/manual and search for “Create non-mirrored datastore”.

https://stormagic.com/doc/svsan/6-3-P2/en/Content/datastore-create-vs.htm
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Create Datastore
& GuestvM3 To create mirrored storage, select two VSAS.
on

©1 GuestvM4 Datastore Name: SvSANDatastore
& GuestvMs

& StCtiVM-FCH2002V208

@ VSAhxedgeOl.ts.stormagic.com .
Size: 99.98 GB v

Available Space: 99.98 GB Use all

(D Make Spanned

(B Make Encrypted

vsA OB 4 Free

VSAhxedgeO1.ts.stormagic.com 99.98 GB

CANCEL ‘ BACK NEXT

Figure 9 - Datastore creation wizard

Mirroring

Storage will be created using a single VSA, so it will not be mirrored.

CANCEL ‘ BACK NEXT

Figure 10 - Non-mirrored storage creation message

/,
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Sharing this to both hypervisor hosts.

Sharing
Select the hosts you want the datastore to be shared with.
\:\ Host N 4

hx-edge-01.ts.stormagic.com

hx-edge-02.ts.stormagic.com

Figure 11 - Datastore creation wizard, hosts to access the storage

Migrate the VM workload virtual drives (see figures 12 to 13)

Through VMware vSphere Storage vMotion or other tools migrate the VM disks to the newly presented SvSAN
storage.

5 Virtual Machines - Select a migration type

Mlgrate Change the virtual machines' compute resource, storage, or both.

1 Select a migration type (0) Change compute resource only
Migrate the virtual machines to another host or cluster.

° Change storage only

Migrate the virtual machines' storage to a compatible datastore or datastore cluster.

Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster.

(") Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain.

Figure 12 - VM storage migration - storage only

5 Virtual Machines - Select a migration type

Mlgrate Change the virtual machines' compute resource, storage, or both.

1 select a migration type () Change compute resource only
Migrate the virtual machines to another host or cluster.

(') Change storage only

Migrate the virtual machines' storage to a compatible datastore or datastore cluster.

@ Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster.

() Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current SSO domain.

Figure 13 - VM storage migration - compute resource and storage
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